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Three 
fundamental questions 
in DL



Isn’t it solved? 



When DL meets constraints 

Unconstrained optimization 

“Solved” 

Constrained optimization 

largely “unsolved” 



This talk is about GAPS  



Outline 
● What, how, and why for CDL
● No good solvers for CDL yet 
● Granso and PyGranso 
● PyGranso in action 
● Outlook 

Constrained deep learning: CDL 



DL with simple constraints 
Embedding constraints into DL models 

Nonnegativity [0, 1] 

Softmax 

Nonnegativity and summed to 1  



DL with nontrivial constraints 
● Robustness evaluation 
● Imbalanced learning 
● Topology optimization 
● Contrastive learning 
● Neuro-symbolic AI 
● Algorithmic fairness 
● Safe control and reinforcement learning 
● … 



Robustness evaluation (RE) 
Maximize loss function

Allowable perturbation Valid image

Valid image Change the predicted class

Minimize robustness radius

Ref Optimization and Optimizers for Adversarial Robustness. Liang, H., Liang, B., Peng, L., Cui, Y., Mitchell, T., & Sun, J.  https://arxiv.org/abs/2303.13401 

https://arxiv.org/abs/2303.13401


Projected gradient descent (PGD) for RE

Projection operator

Ref https://angms.science/doc/CVX/CVX_PGD.pdf 
       https://www.cs.ubc.ca/~schmidtm/Courses/5XX-S20/S5.pdf 
       Reliable evaluation of adversarial robustness with an ensemble of diverse parameter-free attacks. Croce, F.,  Hein, M., ICML 2020 
https://arxiv.org/pdf/2003.01690.pdf 

Key hyperparameters:
(1) step size 
(2) iteration number 

Step size 

https://angms.science/doc/CVX/CVX_PGD.pdf
https://www.cs.ubc.ca/~schmidtm/Courses/5XX-S20/S5.pdf
https://arxiv.org/pdf/2003.01690.pdf


Problem with projected gradient descent 

Ref  Reliable evaluation of adversarial robustness with an ensemble of diverse parameter-free attacks. Croce, F.,  Hein, M., ICML 2020 
https://arxiv.org/pdf/2003.01690.pdf 

Tricky to set: 
iteration number & step size
i.e.,  tricky to decide where to 
stop 

https://arxiv.org/pdf/2003.01690.pdf


Robustness evaluation: penalty methods for 
complicated d (perceptual attack) 

Penalty methods

Ref Perceptual adversarial robustness: Defense against unseen threat models. Laidlaw, C., Singla, S., & Feizi, S. https://arxiv.org/abs/2006.12655 

perceptual 
distance

Projection onto the constraint is complicated 

Solve it for each fixed  , and then increase  

https://arxiv.org/abs/2006.12655


Problem with penalty methods 

Ref Optimization and Optimizers for Adversarial Robustness. Liang, H., Liang, B., Peng, L., Cui, Y., Mitchell, T., & Sun, J. arXiv preprint arXiv:2303.13401.

PWCF, an optimizer with 
a principled stopping 
criterion on stationarity 
& feasibility

Penalty methods tend to encounter 
 large constraint violation (i.e., infeasible solution, known in optimization 
theory) or suboptimal solution 

LPA, Fast-LPA: penalty methods      PPGD: Projected gradient descent 
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DL frameworks

For unconstrained DL problems 



Convex optimization solvers and frameworks

Note: Gurobi can handle certain NCVX problems

Not for DL, which involves NCVX optimization

Modeling languages Solvers



Manifold optimization

Only for differentiable manifolds constraints



General constrained optimization

IPOPT

 Interior-point methods

GENO
Augmented Lagrangian methods

Lagrangian-method-based constrained optimization



Specialized ML packages

Problem-specific solvers that cannot be easily extended to new formulations
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Issues with typical CDL methods 

Want 
● Feasible & 

stationary solution 
● Reasonable speed  



Principled answers to these questions

● Feasible & stationary solution

Stationarity and feasibility check: KKT condition  

● Reasonable speed  

Line search  

● A hidden problem: nonsmoothness 



Key algorithm

Nonconvex, nonsmooth, constrained

Ref: Curtis, Frank E., Tim Mitchell, and Michael L. Overton. "A BFGS-SQP method for nonsmooth, nonconvex, constrained 
optimization and its evaluation using relative minimization profiles." Optimization Methods and Software 32.1 (2017): 148-181.

Penalty sequential quadratic programming (P-SQP)

http://www.timmitchell.com/software/GRANSO/ 

http://www.timmitchell.com/software/GRANSO/


Algorithm highlights 

Steering strategy for the penalty parameter 

Stationarity based on (approximate) gradient sampling  

If feasibility improvement is insufficient :
 



Ref Curtis, Frank E., Tim Mitchell, and Michael L. Overton. "A BFGS-SQP method for nonsmooth, nonconvex, constrained optimization and its 
evaluation using relative minimization profiles." Optimization Methods and Software 32.1 (2017): 148-181.

Key take-away 

● Principled stopping criterion and line search, to obtain a 
solution with certificate (stationarity & feasibility check) 

● Quasi-newton style method for fast convergence, i.e., 
reasonable speed and high-precision solution 



Limitations of GRANSO

Lack of Auto-Differentiation

Lack of GPU Support

No native support of tensor variables 

⇒ impossible to do deep learning with GRANSO 

analytical gradients required 

vector variables only 



First general-purpose solver for constrained DL 
problems 

GRANSO meets PyTorch 
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Example 1: Support Vector Machine (SVM) 

Soft-margin SVM 



Liblinear (coordinate descent) 

vs PyGRANSO

Binary classification (odd vs even digits) on MNIST dataset



Example 2: Robustness—min formulation



CIFAR10 dataset 

X-axis: image index; Y-axis: PyGRANSO radius - FAB radius

L1 attack L2 attack Linf attack

Compared with FAB   [iterative constraint 
linearization  + projected gradient] 
https://github.com/fra31/auto-attack 

https://github.com/fra31/auto-attack


Many 
others 

https://ncvx.org/ 

https://ncvx.org/
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